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Abstract—The IMAGO Research Group was founded in 1996 and accumulated great expertise in range image analysis during its existence. The group has been working on projects related to computer vision, image processing and computer graphics in order to produce solutions for different areas, such as culture, education, social inclusion, health and security. The efforts of the group are currently focused on digital preservation and biometric recognition, in which there are three main ongoing projects: 3D Virtual Museum, 3D Face Recognition and Newborn Identification. These projects have virtual reality and 3D interaction features beyond the HCI requirements, that provides motivation in the use of our systems.

Index Terms—Computer vision, image processing, computer graphics, virtual museum, biometrics, medical images.

I. INTRODUCTION

The IMAGO Research Group is part of the Department of Informatics of the Universidade Federal do Paraná (UFPR), Brazil, and was founded by Prof. Olga Regina Pereira Bellon in 1996. Since then, we have been working on projects related to computer vision, image processing and computer graphics, such as digital preservation of cultural and natural assets [1]–[6], virtual museum [7], face biometrics [8]–[18], newborn identification [19], [20], medical images [21]–[23] and accessibility tools [24]. Several works were published by the IMAGO Research Group in conferences and periodicals and were also acknowledged in undergraduate contests (CTIC/SBC), graduate contests (CTD/SBC) and field-related conferences (SIBGRAPI). Although our main focus is graphics processing, our projects are intrinsically related to virtual reality and 3D interaction, since the motivation and usability are essential for effective use of the systems we develop.

Our research projects are being developed in collaboration with other organizations, such as the United Nations Educational, Scientific and Cultural Organization (UNESCO), the National Historical and Artistic Heritage Institute (IPHAN), the UFPR Museum of Archeology and Ethnology (MAE) and the UFPR University Hospital. These projects have supported the objectives of our group, which are: (1) to instruct undergraduate and graduate students in research and development activities; (2) to transfer scientific and technologic knowledge; and (3) to develop software applied to culture, education, social inclusion, health and security. Visit the IMAGO Research Group website for further information.

II. ON GOING PROJECTS

The IMAGO Research Group has a great expertise in range image analysis [25]–[27], and has worked intensively on digital preservation and biometrics in the last years. The three main ongoing projects are: (1) 3D Virtual Museum; (2) 3D Face Recognition; and (3) FootScanAge and FootScanId. A brief history of each project is given below.

A. Digital Preservation and 3D Virtual Museum

The works on digital preservation began in 2002 with the development of a method to combine 3D images of archaeological objects [1], [2]. Subsequently, a 3D reconstruction system was developed, as well as a 3D Virtual Museum, aiming to digitally preserve and virtually exhibit cultural and natural collections.

The 3D reconstruction system consists of three steps: data acquisition, geometry reconstruction and generation of high resolution textures. In the acquisition step, a laser scanner (Minolta Vivid 910) captures range and low resolution color images and a digital camera (Canon EOS5D) captures high resolution color images.

The geometry reconstruction is subdivided into four main stages: (1) registration, (2) integration, (3) hole filling, and (4) mesh generation [3], [4]. First, multiple views of an object are aligned two by two in the registration stage and after they are all integrated in order to build a single triangle mesh. The holes caused by occlusions and missing data are filled and then we generate a complete 3D mesh. One of the system features is the use of graphical interfaces that allows the user to control these stages and interact with the 3D model while it is being generated (Figure 1). Finally, the high resolution images are aligned, merged and projected in the 3D model geometry to produce a quality texture for the final 3D model [6].

![Fig. 1. Interface of the 3D reconstruction system. It has windows with options for the integration stage, model reconstruction and 3D model visualization.](image-url)
system that allows a fast and practical access to 3D models. The users may interact with the 3D models and access information, images and videos of the preserved objects in the virtual museum website. It is necessary to register to login in the system, and the visualization of the 3D models is limited according to the user access level. Visitors have limited access, but teachers or researchers may request less restricted access in order to visualize 3D models with higher resolution.

Due to our multi-platform 3D visualization tool for web browsers, the user can interact with 3D models using their preferred web browsers, such as Internet Explorer, Mozilla Firefox, among others. The 3D visualization tool has a simple and intuitive interface which can be customized according to the target group. This is done by editing a configuration file, where the programmer can choose the operations available to manipulate 3D models in the interface, and can choose to use a menu bar and/or the toolbar and the interaction mode (mouse and/or shortcut keys). The interface default image icons can be replaced for drawings or symbols that the programmer considers more intuitive for his/her application users.

Our attention is focused in beginner users, that do not understand some symbols present in the virtual reality interfaces. Figure 2 shows the interface of the 3D visualization tool. The users can perform basic operations such as rotating, moving, zooming, showing the 3D model in wireframe mode, with or without texture, moving the light source and others. To provide an intuitive and simple interface makes the 3D visualization experience more enjoyable and attractive for educational activities.

Currently we are improving our 3D reconstruction system by including other stages such as mesh simplification, progressive visualization of large 3D models and the estimation of the materials’ appearance and reflectance properties.

B. 3D Face Recognition

The IMAGO Research Group has started developing a 3D face recognition system in 2005. Since then several works were published by our group presenting different components of a 3D face recognition system, such as face reconstruction [9], face localization [8], face segmentation [10], [15], facial landmarks detection [10], [15], face matching [11], [14], [16]–[18] and matching evaluation [12], [13].

This project emerged from the idea of using a registration technique proposed by our group, known as Surface Interpenetration Measure (SIM) [27], to evaluate the similarity between
3D facial images. The SIM quantify the intersections between two surfaces, and registrations of facial images from the same person usually present more intersections than registrations of images from different subjects. An example of the registration process applied to facial images from the same person is shown in Figure 5.

![Fig. 5. Face registration for matching: (a),(b) input images and (c) the resulting registration.](image)

Our initial works aimed to validate the SIM as a robust and reliable measure for face matching [17], [18]. The following works were focused on the development of a fully automatic 3D face recognition system. To this end, we created two new modules for face segmentation and facial landmark detection [10], [15]. The segmentation module finds and extracts the face of an input image and the landmark detection module locates some feature points to prealign facial surfaces. Some results of these approaches are shown in Figure 6.

![Fig. 6. Examples of face segmentation and landmarks detection processes.](image)

The preprocessing modules were then extended in order to deal with facial expression variations, which is one of the biggest challenges for 3D face recognition. To this end, feature points were employed to extract some rigid regions of the face which are less affected by expressions, as shown in Figure 7. The matching of multiple facial regions is performed in hierarchical manner [11]–[14], [16] to obtain faster and more accurate face verification results.

![Fig. 7. Rigid regions extraction guided by the facial landmarks location.](image)

Our group is working on 3D face recognition solutions in more difficult scenarios, such as real-time systems, recognition at distance and complex backgrounds. The initial works in this research line aim to locate faces in cluttered scenes [8] and to reconstruct the geometry of 2D face images to perform 3D face recognition at distance [9].

The current research on face recognition involves real-time 3D face matching, facial expression analysis and multimodal face recognition. This project has many applications in virtual reality and interactivity, such as user authentication, health applications (e.g., facial animation for treating autistic children), audiovisual applications (e.g., facial animation for videoconferences, games and multimedia), interactivity (e.g., using facial movements and expressions to perform commands) and realistic avatar modeling.

### C. FootScanAge and FootScanId

The FootScanAge is a more accurate and automatic system to support gestational age determination [28]. To guarantee the newborn surveillance, specially premature newborns, it is extremely important to determine precisely the gestational age to guide diagnostics of the specialists in neonatology. In this context, the FootScanAge system presents a new alternative to manual methods, because it is non-invasive and estimates the gestational age by the computational analysis of the features extracted from the newborn plantar surface.

The system is composed by five main modules: the Image Acquisition and Search (IAS), the Image Processing Tool (IPT), the Data Mining Tool (DMT), Database (DB) and Web Interface (WI). The modules had been integrated into two basic tools: FootScanAgeDesktop (IAS, IPT and DMT) and FootScanAgeWeb (DB and WI). The IPT extracts features of the plantar surface of the newborns by applying different and interactive image processing techniques. The interface was developed with HCI requirements and allows handling, usability and user interaction during the image processing steps. The user can modify the parameters of the algorithms to obtain an improved image and guarantee more accuracy on the features extraction step by a supervised process. The DMT is based on machine learning algorithms and data mining models that utilize the features extracted on the IPT to estimate the final gestational age score (Figure 8).

Currently, the project also performs newborns identification (FootScanID) based on biometric characteristics (friction ridge patterns) of the newborns’ palmprints. Newborn identification is crucial to avoid baby swaps in hospitals, child kidnapping and illegal adoptions. Despite the maturity of biometrics technology, there is no biometric system that has been developed for newborn identification purposes. Then, our efforts to develop a newborn recognition system [19] show that the automatic identification process is fully executable,although difficult. The ongoing stages of this project involves the development of a high resolution acquisition device, an enhanced acquisition protocol, the creation of a large database of newborn palmprints, and also the development of an interface allowing interactivity and usability to the user.

### III. Final Remarks

The IMAGO Research Group has qualified more than 40 students and developed several solutions in its area of exper-
tise. It offers an active research environment which enables graduate and undergraduate students to participate in innovative projects with appropriate computing facilities, and also to interact with group members working on related projects. The students are also encouraged to attend conferences, symposia and workshops to expose the result of their works and actively engage with the scientific community. Details of how to join the group are available at the website.
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